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Thank you all for joining us today for the announcement of our interim financial results for the eighth fiscal year. 
We also sincerely appreciate your viewing of this financial results video. I would now like to outline the key 
points of our interim results for the eighth fiscal year. 
This fiscal year, we released our Q1 FY2025 financial results three months ago. Since then, we have been 
operating with the awareness that this is the first year in which we seek dialogue with our investors more 
proactively, while refining our IR approach, listening closely to feedback, and steadily advancing our business. 

 
Let me briefly review what we shared in Q1. For FY2025, our eighth term, we aim to achieve an operating profit 
of 160 million yen for the full year, leveraging the technological capabilities we have built over time. We also 
expect to generate net profit for the first time in four years. 
Over the past three years, we have been transforming our revenue model while working to secure profits. 
Having firmly established operating profit, this year we are targeting net profit—the final bottom line. As shown 
in the slide, from the latter half of this term, we will embark on a new stage of evolution. 

 
Over the last three months since our Q1 announcement, we have had more meetings with investors than in 
any comparable period in recent years. Most questions we received were – the details of our business, such 
as revenue breakdowns, profit structures, and growth strategies. 

 
We would like to address as many of these questions as possible in today’s results announcement. For this 
purpose, we believe it is essential to provide investors with high-resolution information. By doing so, we hope 
to enable more informed investment decisions and continued support for our business. 

 
Our business is divided into two main domains: 
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• Innovations: Advanced innovations in AI algorithms through proprietary development and joint initiatives 
with large corporations. 

• Core Services: Provision and operation of our core AI services. 
 
By Core Services, we mean not just technology development, but turning that technology into concrete services 
that meet broad, practical needs of many customers. By distinguishing these two domains, we began in Q1 to 
clarify how much of our resources are devoted to new technology development versus how much we accelerate 
growth in marketable services as Core Services. 
For FY2025, we expect consolidated annual revenue growth of 3.8%. At the time of the Q1 announcement, 
investors commented that this outlook appeared modest. Although we did not disclose the breakdown then, we 
explained that the numbers differ significantly between the two domains. 

 
In the Innovations domain, technical development requires selectivity and creativity, and does not necessarily 
translate into strong revenue growth. In contrast, in the Core Services domain, we are driving strong revenue 
growth that contributes to profitability, enabling us to pursue rapid and sustainable growth. 
 

Now, let me report on our FY2025 interim results. Revenue progressed as planned, reaching 1.712 billion yen, 
a 3.1% increase year-on-year, nearly matching our full-year forecast. Particularly, revenue in the Core Services 
domain rose from 1.311 billion yen in the same period last year to 1.428 billion yen this year, achieving growth 
of about 9%. 
 

Furthermore, we recorded operating profit in the first half for the first time in four years. While in recent years 
we had achieved operating profit on a quarterly basis, our business has seasonality, with lower sales in the first 
half and stronger sales in the second half. Although the first half is generally less profitable, this year, through 
initiatives to strengthen our earnings structure, we achieved operating profit in the first half—again, for the first 
time in four years. We view this as the result of our efforts to build a sustainable and stable profit base. Building 
on this success, in the ongoing second half we are focusing particularly on expanding revenue in the Core 
Services domain, while transitioning into a phase of accelerating growth and preparing the foundation for further 
expansion. 
 

In the past three months, many investors have asked us about the mid-term growth potential of our Core 
Services domain: specifically, “What level of growth rate can be achieved in the medium term?” Although we 
are not disclosing precise mid-term figures at this stage, in the short term of one to two years, we are targeting 
an annual growth rate of 15% to 20%, excluding M&A. We consider it important to steadily achieve such growth 
in the Core Services domain. We have outlined four initiatives to realize this target, which I will explain later in 
detail. By pursuing our established strengths and strategies, we believe 15–20% annual growth is fully 
achievable. 

 
In the Innovations domain, in April we announced our proprietary large language model, NEURAL.LLM, with 
32 billion parameters. Subsequently, we evolved NEURAL.LLM into an AI Agent. Notably, in Q2, we announced 
that Okinawa City officially adopted our AI Agent, launching full-scale commercial operation at Koza Athletic 
Park, a large public facility. This demonstrates our intent to move beyond research and pilot testing, and to 
actively expand AI Agents for real-world commercial applications. 
That concludes the outline of today’s presentation. 
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In today’s earnings presentation, I will proceed as follows. This time, I will also provide a thorough explanation 
of our company overview, which we have previously only touched on briefly, and then discuss our growth 
strategy in the Core Services domain, which I believe is the area of greatest interest for our investors. After that, 
I will review the highlights of this interim financial announcement and conclude with a summary. 
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Neural Group is dedicated to creating new services powered by AI technology, guided by the mission “Update 

the world for a better tomorrow.”. 

The background of this initiative lies in our founding: we were established by members passionate about 

developing cutting-edge technologies, particularly AI. Today, with 251 employees, we continue to pursue how 

new technologies can be integrated into society and how they can enrich and enliven everyday life. 

In terms of services, we strive to make AI technology accessible in both physical and virtual spaces. By “physical 

space,” we refer to environments such as cities, where our solutions can be used by a wide range of people. 

By “virtual space,” we mean primarily online platforms, where we provide web-based services. 

Through this approach, we deliver AI technology across various fields, including urban development, new ways 

of working, and entertainment. Our aspiration is not merely to provide technology, but to build and expand these 

offerings as Core Services, thereby becoming a company that truly brings AI into people’s lives. 
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Neural Group was founded in 2018 and is now in its eighth fiscal year. From the very first year of our founding, 

we have been engaged in the development of a technology known as Edge AI. At that time, this was among 

the most advanced technologies in the world. Today, awareness of Edge AI has spread among our customers 

and investors, but we have been dedicated to its development since 2018. 

As our primary platforms, we have utilized systems such as NVIDIA’s Jetson series. In this field, we are 

considered one of the early players, having been engaged since the very beginning. 

Along the way, we have developed a variety of technologies and services. For example, AIMD, a trend analysis 

technology in the fashion industry, and vertically oriented LCD signage systems. These signages integrate AI 

cameras and SIM cards, enabling us to distribute regional and advertising information via LTE communication 

through the embedded SIM cards. 

One of our core technologies in the Innovations domain—and one of our key services—is the parking 

management system DigiPark, whose development we began in 2020, our third year. In that same year, we 

were listed on the Tokyo Stock Exchange. 

In the first three years, we focused primarily on technology development, investing almost all our revenue into 

innovations. This period was dedicated to what we now call our Innovations domain. 

From 2021 onward, we executed two M&A transactions. The first was the acquisition of Focus Channel, the 

leading company in condominium signage media. We pursued this acquisition because we had been 

developing LCD signages with embedded AI cameras within our Innovations domain, and we aspired to provide 

this technology as a commercial service broadly across residential properties. 

In our fifth fiscal year, we acquired Netten, a company specializing in outdoor LED signage. The reason behind 

this acquisition was our belief that having a channel for outdoor information distribution would be crucial for 
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expanding the application of AI technologies. Even if we could analyze urban information using AI or generate 

new content with generative AI, without display channels outside of mobile phones, there was insufficient 

utilization in real-world spaces. 

Thus, by acquiring both indoor condominium displays and outdoor display channels, we established a stronger 

sales network. These were subsequently integrated into a company called Neural Marketing. By consolidating 

such marketing functions as a core business, we began transitioning around 2021 from a model centered on 

technology development in the Innovations domain to a business model that develops and sells services in the 

Core Services domain through new channels. 

In 2023, we entered capital and business alliances with Sony Corporation, Kyodo News, and Cross Plus, 

securing both funding and strategic partnerships. During the three to four years prior, as we prioritized the 

development of technologies and services, we recorded consecutive deficits. However, by securing these new 

partners, we began advancing toward profitability with their support. 

Recently, we have established a clear path to profitability between 2024 and 2025, and in 2025 we aim to 

transition firmly onto a growth trajectory. Furthermore, as one of our latest initiatives, we announced the 

development of a large language model, continuing to expand our business through such efforts. 
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Now, let me speak about our strengths. Since our listing in 2020, we have primarily focused on the domains of 

AI in video and audio recognitions, as well as Edge AI technologies. A key feature is that we own all our 

proprietary AI algorithms in these fields, enabling us to perform in-house tuning and customization. 

In other words, we develop the “base ingredients” ourselves. This allows us, as an AI company, to customize 

solutions when delivering them to customers, thereby providing more suitable and effective offerings—one of 

our core strengths. 

Our large language model, NEURAL.LLM, with 32 billion parameters, is about a year and a half behind the 

massive technologies being developed by American tech giants. At first glance, “one and a half years behind” 

may sound like a considerable delay. However, few ordinary users can fully utilize even models from a year 

and a half ago, such as earlier versions of ChatGPT. 

Generative AI technologies have matured far more rapidly than expected, and we believe innovation in this 

space is already approaching saturation. While NEURAL.LLM leverages open-source resources, in an 

environment where technological advancement is accelerating, a “year-and-a-half delay” is becoming less of 

an issue. 

For comparison, consider personal computers: few people can fully utilize the difference between a five-year-

old PC and the latest one available at an electronics store. The same trend is increasingly true for language 

models. 

Moreover, this “year-and-a-half delay” also brings significant advantages, particularly in cost efficiency. Unlike 

the trillions or tens of trillions of yen in development costs borne by tech giants, we are able to develop 

compactly using much less R&D cost. 

That said, this is only possible with very advanced technical capabilities. As I will explain in more detail later, 
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simply using open source is not sufficient. Our achievements rely heavily on the miniaturization technologies 

we have cultivated in AI development over the years. 

Specifically, we were one of the earliest companies to enter the Edge AI field, and we have continued our 

activities as an NVIDIA Metropolis Partner. As a member of NVIDIA’s global network, we have leveraged the 

strengths we gained in miniaturization to apply them effectively to LLMs as well. This technical foundation is 

what makes our development possible. 

Another strength lies in our sales and distribution capabilities. We have more than 12,000 existing customers 

nationwide, supported by ten regional sales offices across Japan. These offices not only handle sales, but also 

daily operations, support, and maintenance. Such a robust service delivery structure is extremely rare among 

AI companies, and we believe it represents a unique advantage in bringing value directly to our customers. 

 

 

 

Our management team is composed of members with diverse backgrounds, who dedicate themselves daily to 
advancing technology and driving sales. We are also fortunate to receive guidance from Professor Yutaka 
Matsuo of the University of Tokyo, under whose mentorship we continue to move our business forward. 

 



 
 

 

10 
 

 

In addition to our management team, our shareholders include Sony Corporation. Sony is a key partner in AI 

technology, with particular strengths in voice AI technology. Together with Sony, we are developing a service 

called KizunaNavi, leveraging their advanced expertise. Beyond being one of Japan’s most prominent and 

cutting-edge corporations, Sony’s involvement adds significant credibility to our initiatives. 

Another major shareholder is Kyodo News, a leading player in Japan’s media industry. Kyodo provides valuable 

know-how in areas such as signage, media operations, and service delivery, and we are also exploring 

synergies by utilizing media content in collaboration with them. 

Cross Plus Co., an apparel company, is also among our shareholders. Since our founding, we have pursued 

fashion trend analysis, and we continue to advance such technologies within our Innovations domain. Cross 

Plus supports us as both a business partner and shareholder, actively utilizing our technologies in various 

applications. 
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We have already explained our business model during the Q1 earnings presentation, so I will keep this section 

relatively brief. However, since we received many requests from institutional investors to “explain the difference 

between our business model at the time of listing and the current model,” I will provide a short overview here. 

At the time of our IPO, as mentioned earlier, we were engaged in businesses related to the cycle shown on the 

right side of the slide under the name NEURAL. Above the NEURAL logo, it states “In-house development of 

advanced technologies centered on Edge AI.” Our approach was to first develop technologies internally, and 

then provide them to large enterprises as AI licenses. 

Through the integration of our programs into these enterprises’ services, we would receive feedback regarding 

improvements in technical accuracy, the addition of specific detection functions, or new useful AI functionalities. 

We accumulated this feedback and stored it internally as data, using it to make our AI algorithms increasingly 

intelligent. In this way, by gathering input from a broad range of customers, we avoided over-reliance on any 

single client and instead researched more universal social needs. 

As shown in the blue box on the slide, our business model at the time of listing was centered on developing 

new technologies and businesses based on Edge AI. 

In fact, after our IPO, many people suggested that we could simply continue with this model. However, the 

background to why we shifted our business model is explained in the next slide. 
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At that time, as shown on the left side of the slide, our business model was based on AI license revenue. We 

provided our programs and engines themselves in a licensing format. 

In terms of profitability, this model was extremely strong. Because the programs we developed could be sold 

at high value, our margins were excellent—gross margins exceeded 90%. With almost no cost of goods sold, 

the model delivered very high profitability. 

However, when considering whether this model could sustain continuous growth and scale to revenues of 5 

billion, 10 billion, or even 20 billion yen, we recognized clear limitations. The reason lies in the structure of the 

business: revenue depended on the R&D budgets of large corporations. These budgets are heavily influenced 

by economic conditions and market fluctuations. Moreover, as R&D advanced, enterprises increasingly tended 

to internalize development, which made the growth potential of this model limited. 

For this reason, we transitioned to a business model in which revenue is generated through our own AI services. 

In this new model, we provide marketing support and HR support as software services, which are now used by 

more than 10,000 companies, including both large corporations and SMEs. The key point here is that the growth 

potential of this model is far stronger. 

While our gross margin, which once exceeded 90%, has now settled in the 60% range, we still consider this to 

be a sufficiently high level. On the other hand, a 30-point reduction in margin inevitably led us into deficit. With 

an operating profit margin of around 10% at the time, the decline of 30 points in gross margin made losses 

unavoidable. 

The question then was whether to hold back or to push forward. We chose not to hold back but to move 

decisively forward. The reason is that the growth potential of this model is overwhelmingly high. We believe it 

enables us to deliver value across diverse business fields. 
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In short, while such a transformation in our business model comes with its pains, without undertaking it, 

significant growth would not be achievable. 

 

 

To explain this in line with the business development cycle I mentioned earlier: as shown on the left side of the 

slide, the concept of continuing Innovations has not changed. 

At the same time, this does not mean we have abandoned or completely changed our business. Rather, we 

have continued our innovation activities, albeit at a somewhat reduced scale, as a way of steadily advancing 

our technical expertise. 

The greatest benefit of technology development, as noted in red text at the center of the slide, is the ability to 

“Research broad social needs.” With this objective, we continue joint development with large corporations and 

accumulate valuable experience. In this way, we have sustained our innovation efforts over the long term. 

Once we gain a deep understanding of such universal social needs, it is only natural that we apply these 

learnings to our own services. This leads to the development of Core Services with broad social value, as 

shown on the right side of the slide. 

As we scale these services through our own sales network and distribution partners, selling, general, and 

administrative expenses remain relatively stable, which allows profitability to increase in tandem—ultimately 

resulting in higher earnings. 

At the same time, we also expect to see additional benefits, such as enhancing the value of data through 

services powered by language models and AI Agents. These efforts to leverage Innovations within our Core 

Services domain have been the most critical focus of the past three years. 
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In summary, our current business model is divided into two domains. The first is the Innovations domain, 
where we advance AI algorithm research. The second is the Core Services domain, which represents the 
core driver of our future growth and focuses on promoting the social implementation of AI. These two 
domains are closely interconnected, for the reasons I explained earlier. 

As shown at the bottom of the slide, our customer base differs significantly between the two. In the 
Innovations domain, we work with up to around 100 clients, whereas in the Core Services domain, we serve 
more than 10,000 companies across a broad spectrum. We believe this difference illustrates the essential 
nature of our business. 
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As we also explained in Q1, this slide outlines the services included in both the Innovations domain and the 
Core Services domain. 

In the Innovations domain, we are engaged in initiatives such as the development of language models and 
research through our parking service DigiPark. Within DigiPark, we study themes such as which AI cameras 
are most effective, how they should be positioned, and what types of data related to vehicle queues and 
movement in parking areas can be collected to contribute to urban development. 

We are also pursuing fashion trend analysis and FOCUS CHANNEL. Regarding FOCUS CHANNEL, while our 
aim is to eventually evolve it into a Core Service once the signage media infrastructure reaches a more 
advanced stage, for the time being, it remains positioned as part of the Innovations domain. 

In the Core Services domain, we provide offerings such as Neural Vision, KizunaNavi, and web-based 
services. These are the pillars of our revenue model. 

As shown in the slide’s graph, in FY2024 the Core Services domain, indicated in orange, accounts for roughly 
80% of revenue. Looking back from 2019, we recognize that from 2022 onward it has become possible to 
clearly classify our businesses into the Innovations and Core Services domains numerically. 

For the years 2019 to 2021, most of what is labeled as “unclassified” can be regarded as belonging to the 
Innovations domain. The Core Services domain was minimal at that stage and was hardly included within the 
unclassified portion. Since then, however, Core Services have grown significantly and now represent the 
majority of our revenue. 
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Since our founding, we have focused not on cloud-based AI, but on the development of Edge AI. Edge AI 
refers to highly efficient, lightweight AI technology that can be processed on small computers compact 
enough to fit in the palm of your hand. 

The advantages of Edge AI include not only its ability to be deployed with minimal investment, but also its 
emphasis on privacy protection. When installing AI cameras in public spaces, cloud-based solutions require 
significant server infrastructure, driving up costs. By contrast, Edge AI is highly cost-effective, enabling 
affordable AI deployment. 

Moreover, information captured by cameras is processed locally within Edge AI devices, and raw data is 
discarded immediately. In other words, images or audio that may contain personal information collected in 
public areas can be securely deleted on-site. This capability to safeguard privacy is one of the most 
important strengths of Edge AI. 
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We have continued the development of Edge AI since our founding. While I will not go into full detail here, 
we have advanced various AI technologies and introduced multiple innovations over the years. 

One distinctive feature, shown at the center of the slide, is our Multi-task AI Model. Normally, when running 
multiple programs on an Edge AI device, memory capacity becomes a constraint, making it difficult to 
operate many models simultaneously. This limitation reduces the ability to perform multiple detections. 

In conventional approaches, one AI model is created for each task—for example, one for facial recognition, 
another for person identification, and yet another for vehicle recognition. By contrast, our Multi-task AI 
Model can handle multiple tasks such as facial recognition and age estimation within a single model. This 
represents an advanced approach to AI development. 

These are examples of how we have adapted and commercialized cutting-edge academic research and the 
latest technologies from AI industry papers. While each topic is fascinating in its own right, I will omit further 
detail today due to time constraints. 

In this way, we have continuously developed a wide range of proprietary AI technologies—what we like to 
call our own “secret sauce.” 

 



 
 

 

18 
 

 

Let me now turn to DigiPark, which remains one of our core initiatives within the Innovations domain. In 
parking facilities, a single camera can detect the entry and exit of dozens, or even up to 100–200 vehicles 
simultaneously, instantly determining whether spaces are occupied or available. 

More recently, the system has evolved to analyze vehicle flow and even predict the direction of movement. 
This enables us not only to guide customers on-site but also to provide real-time availability information on 
websites, and to integrate with digital signage to deliver relevant information directly to consumers. 

We consider this service to be a highly advanced application of our Edge AI technology. 
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Now let me explain FOCUS CHANNEL. We currently operate approximately 450 digital signage displays, 
mainly in the Tokyo metropolitan area. 

At first glance, these may appear to be ordinary digital signages. However, they are connected via SIM 
communication and equipped with built-in AI cameras. This system allows broadcasting content to be 
automatically uploaded and downloaded. 

As shown in the lower part of the slide, the AI cameras automatically analyze viewing data, and this 
information is fed back to advertisers. By leveraging A/B testing, advertisers can evaluate effectiveness and 
adjust their ad content accordingly. Even when an advertiser wishes to replace an ad, the distribution 
system allows the content to be updated remotely. 

By operating these highly AI-enabled digital signages, we provide a medium that distributes both local 
information and advertisements, offering residents in condominiums engaging and enjoyable content. 
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This is our language model, NEURAL.LLM. Its performance and behavior are very similar to that of ChatGPT 
from about one year ago. We have also included a video demo—please click and take a look. 
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Regarding our development of language models, some investors have asked the reason why we started 

development of our own proprietary LLM. In reality, however, we see our work on language models as a very 

natural progression of our technological development. 

As shown on the left side of the slide, we have continuously developed Edge AI technologies, specifically in the 

fields of video and audio. For example, in video processing, we developed technologies that process data files 

on NVIDIA Jetson devices and convert them into metadata. This capability of on-device processing is directly 

applicable to large language models (LLMs). 

Moreover, the miniaturization and security expertise we cultivated through Edge AI is being fully applied to our 

own language model. 

Unlike video recognition tasks, our language model cannot run on the NVIDIA Jetson platform shown on the 

left of the slide. Instead, as shown on the right, it operates on NVIDIA A100 servers or similar small to mid-

scale NVIDIA servers. 

At the same time, NEURAL.LLM is capable of handling multiple concurrent accesses while running within a 

secure network environment—even on compact computers. This is a direct outcome of the technical strengths 

we have developed through years of Edge AI advancement. 

At the bottom right of the slide, we highlight three key points: 

1. In the global AI landscape where massive investment is being poured into language technologies, our 

focus is on introducing a different approach—developing smaller, more secure LLMs. 

2. While LLMs such as ChatGPT and Grok, as well as open-source alternatives, continue to evolve rapidly, 

our attention is on enabling compact operation, and we are implementing this in-house. 
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3. This has allowed us to establish a mechanism in which our proprietary language model operates within a 

secure network environment. 

 

 

 

We have successfully advanced our language model into what we call an AI Agent. Some investors and 
media representatives have asked us, “What is the difference between an LLM and an AI Agent?” The 
answer is quite simple: it represents an evolution in the way reasoning is performed. 

A conventional model generally works in a chat format. For example, if you ask, “What are the latest 
trends?” the system responds in a one-to-one Q&A format. This is the typical image of a language model: we 
give an instruction, and it provides an answer. 

However, if a model can do this, it can also act autonomously—issuing its own instructions and performing 
actions without waiting for explicit user commands. This autonomy is what we refer to as an AI Agent. 

On the left side of the slide, we illustrate four types of actions, modeled after human behavior. These are 
actions that humans perform in daily life, and we have adapted them for our LLM: 

1. Perception – Recognizing what needs to be done and collecting data to understand the surrounding 
situation. For example, when heading home by train, one naturally checks the condition of the 
elevator or ticket gate, and if construction is underway, chooses an alternative route. Humans do 
this unconsciously. 
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2. Reasoning – Based on a task, considering possible solutions. For example, when one entrance is 
blocked, we naturally think to take another. Similarly, an LLM can determine to gather information, 
log into a program, attempt execution, and, if unsuccessful, adjust its approach. 

3. Learning from outcomes – If one takes Route “2” but later realizes Route “1” is more efficient, one 
does not continue repeating “2.” Instead, the lesson is learned and the better option is chosen next 
time. The same principle applies to an AI Agent: it learns from outcomes and adapts its reasoning 
process. 

4. Iterative evolution – Through repeated perception, reasoning, and adjustment, the model continues 
to improve. This iterative learning is the process of evolving into an AI Agent. 

Because we own our LLM in-house, we have been able to implement this new reasoning method and 
successfully evolve it into an AI Agent. 

In fact, this technology is already being applied in urban development projects in Okinawa City. At Koza 
Athletic Park, a large-scale public facility with parking areas and commercial spaces, more than 20 of our AI 
cameras have been installed. These detect human and vehicle movements. Based on event information, 
weather, and congestion data, the AI Agent autonomously determines guidance methods for visitors, the 
optimal allocation of staff, and even measures to enhance visitor enjoyment. 

The key point is that this technology goes beyond simple data analysis—it generates actionable solutions. 
Such initiatives are already being put to use in municipal applications. 
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Now, let me explain our Core Services domain, beginning with our LED vision platform, Neural Vision, which 
has three key features. 

1. Content using generative AI 
Generative AI enables the creation of diverse content, including comics, videos, and photographs. With 
more than 10,000 customers in our Core Services domain, we provide such content not merely for play or 
research, but as commercially viable materials that can be deployed in real business contexts. 

2. Integration with AI cameras  
As mentioned earlier, our technology can provide parking availability and related data. By linking this with 
Neural Vision, we support applications in marketing and urban development. 

3. Media representative 
Through FOCUS CHANNEL, we work daily with advertising agencies. Building on this network, Neural Vision 
incorporates the role of a media rep, coordinating and representing advertising opportunities. 

In short, Neural Vision is not simply about selling LED vision hardware. It delivers these three interconnected 
worlds—generative AI content, data-driven urban solutions, and media representation—while naturally 
embedding AI technology into the services we provide. This integration is what makes Neural Vision so 
compelling. 
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Next is KizunaNavi, a SaaS platform jointly developed with Sony. By launching a web browser and logging in, 
the system obtains access permission to the PC’s camera and applies our AI technology to analyze the data. 
This service is designed to enhance and facilitate 1-on-1 meetings between managers and team members in 
corporate settings. We officially announced KizunaNavi last year. 
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Next is our Web Services. Leveraging the ChatGPT engine, we provide a range of web-based solutions, 
including automated blog generation, multilingual translation, automated responses to customer reviews, 
and SEO optimization. Through these offerings, we support various aspects of our clients’ online activities. 



 
 

 

27 
 

 

Now, regarding the growth strategy for our Core Services. We position the Core Services business as a future 
pillar of revenue growth. One reason for our confidence is that we have a sales network spanning 12 offices 
across 10 regions nationwide, which enables us to provide services to customers in any region of Japan. 
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In line with this, we now serve approximately 12,000 customers. Our services are utilized by a remarkably 
diverse range of organizations and individuals — from commercial complexes, logistics facilities, and retail 
stores in the private sector to public institutions such as police departments, city halls, post offices, and 
airports, as indicated at the bottom of this slide. This breadth of adoption demonstrates the wide-ranging 
applicability and trust placed in our Core Services. 
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The framework for expanding our Core Services is outlined on this slide. 
In this domain, we leverage AI technologies to support the marketing and human resource activities of 
organizations ranging from large enterprises to small and medium-sized businesses nationwide. 

The foundation of this capability lies in our extensive customer base of approximately 12,000 companies 
already using our services. This network naturally expands and diffuses outward, which we regard as one of 
our greatest strengths. 

To summarize, our growth strategy rests on four pillars: 

1. Scale capability 
We maximize value from our broad customer base. This includes not only repeat sales to existing 
clients, but also proactive acquisition of new customers. 
We conduct roughly 1,000 new business meetings every month, ensuring constant exposure to new 
prospects and reinforcing our ability to scale. 

2. Product strength 
Our offerings continually evolve, as we incorporate new technologies originating from our 
Innovation domain. By adding new functions and capabilities, we enhance customer value, increase 
average revenue per client, and expand into new customer segments. 

3. Business creation capability 
The reason we invest heavily in Innovation is precisely to commercialize new technologies and roll 
them out to both new and existing customers. 
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This includes in-house developments as well as opportunities through M&A, where we will seek 
companies whose capabilities complement our sales network and Core Services. These synergies 
reinforce the other pillars of our strategy. 

4. Sales capability 
We operate 12 offices across 10 regions, ensuring nationwide coverage. In addition, from the 
second quarter onward, we have begun collaborating with multiple external agencies. 
This model means that not all sales need to be conducted by our in-house team. By welcoming 
companies eager to distribute our services, we eliminate sales capacity as a bottleneck, enabling 
further acceleration of growth. 
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Let me highlight a few topics we announced in the Core Services domain during the second quarter. 

First, regarding generative AI content, we are advancing the “NEURAL Virtual Human Lab Project” under 

Neural Marketing, where we are deploying AI avatars. This project is not about using avatars for 

entertainment, but rather about enabling customers to integrate AI avatars into their daily commercial 

activities. A video sample is available on the slide, and we invite you to view it. 

Next, let me introduce the collaboration between AI cameras and Neural Vision. In June, we announced a 

case study at Mitsui Shopping Park LaLaport Anjo, where we installed AI cameras and integrated them with 

LED vision systems to deliver services. These AI cameras are equipped with advanced vehicle analysis 

capabilities, enabling them to analyze each individual vehicle in a queue with high precision. By leveraging 

this technology, Mitsui Fudosan is able to operate one of the region’s core shopping areas more efficiently 

and seamlessly. 
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On July 22, we announced the integration of our “KizunaNavi” system with “Kaonavi.” While KizunaNavi 

already serves a wide range of customers, one challenge for prospective clients has been the need to hold a 

dedicated KizunaNavi account and separately link it to their own HR databases. 

Through this integration, however, the 4,000 companies already using Kaonavi will be able to adopt 

KizunaNavi without any additional setup effort. Users can log in through Kaonavi, leverage the HR data 

already registered there directly within KizunaNavi, and have KizunaNavi outputs seamlessly flow back into 

Kaonavi. 

We believe this partnership will make KizunaNavi a more accessible and user-friendly service, further 

accelerating its growth. 
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This slide illustrates the revenue growth rate in our Core Services domain over the past 10 quarters. In the 
current quarter, we achieved 106% growth, marking the 10th consecutive quarter of year-over-year revenue 
increase. During Q1 and Q2, we focused heavily on building out new Core Services offerings. 

Looking ahead to Q3, Q4, and into the first half of next year, we expect the revenue growth rate to 
accelerate further. Our target growth rate is in the range of 115% to 120%. In the short term, we aim to 
reach and surpass the revenue levels of the same period last year. All of these initiatives are progressing 
exactly as planned. 
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Now that we have achieved our short-term targets, let me outline our mid-term initiatives. The key focus 
will be to further expand our Core Services domain.  

As for the Innovations domain, our plan is to maintain it at roughly the 2025 level. We do not see the need 
for significant reductions, and we will continue research in areas where it is essential. The reason we are not 
expanding Innovations further is that, once these technologies mature, it is more appropriate to 
commercialize them and integrate them into Core Services. This ensures that innovation translates into 
sustainable business growth. Importantly, this does not mean we are slowing down R&D in Innovations—we 
will continue to actively invest in new technologies. However, in terms of revenue structure, a shift from 
Innovations to Core Services will be critical for growth. 

For the Core Services domain, we are targeting annual growth of approximately 15% to 20% in the short- to 
mid-term. In addition, we plan to actively pursue M&A opportunities to further strengthen and expand our 
Core Services portfolio. We will move forward with these initiatives decisively, without hesitation. 
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The highlights of our interim financial results are shown on the slide. Compared with the first half of last 
year, we achieved increases in both revenue and profit across all metrics, from net sales through to net 
income. 
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Regarding the trend of operating profit in the first half, as shown in the graph on the slide, we achieved a 

return to profitability for the first time in four periods. 

As mentioned at the beginning, our business has a structural characteristic of being second-half weighted, 

with both sales and profits higher in the latter half of the fiscal year. The primary reason is that we provide 

services that support the marketing activities of many companies, and the largest portion of marketing 

budgets is spent during the Christmas season. Since our fiscal year ends in December, the fourth quarter is 

when marketing investment peaks. Conversely, January and February are the slowest months of the year, 

which means our first quarter tends to be the period when clients restrain their marketing spending the 

most. Because our business performance is closely tied to customers’ everyday consumption and social 

activity, this natural seasonality arises. 

Importantly, this does not indicate instability in our technology. Rather, it reflects the fact that our services 

are deeply rooted in the social and economic activities of the regions we serve. Within this natural cycle, we 

are confident in continuing a structure where we secure profitability in the first half and deliver a significant 

increase in profits in the second half. 
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In the Innovations area, revenue decreased slightly year-on-year. On the other hand, the Core Services area 
achieved significant growth. Both are progressing exactly as planned. 
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This time, we had the opportunity to meet with many of our investors. We have compiled the most 
frequently asked questions from our IR meetings over the next two pages. 
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Going forward, we plan to actively highlight noteworthy questions raised during our investor meetings in 

our next earnings presentations. By sharing these discussions, we aim to provide clarity and foster deeper 

understanding, even for those who were not able to attend the meetings. 

In addition, we regularly receive questions from individual investors through emails and phone calls to our 

IR department. We remain committed to doing our utmost to ensure a clear understanding of our business, 

while also listening attentively to any advice or feedback we receive. 

 

 

 

[END] 
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